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Abstract. In this extended abstract we apply the notion of skyline to
the case of probabilistic relations including correlation among tuples. In
particular, we consider the relevant case of the x-relation model, consist-
ing of a set of generation rules specifying the mutual exclusion of tuples.
We show how our definitions apply to different ranking semantics and
analyze the time complexity for the resolution of skyline queries.

1 Introduction

The management of uncertain data has become a very active area of research,
due to the huge number of relevant applications it has. Among them, data ex-
traction from the Web, data integration, sensor networks, etc. Consequently,
several works have focused on the problem of extending different query types to
such scenarios [6,4]. In [2] we have shown how skyline queries can be defined for
probabilistic relations, where each tuple has also a probability (confidence) to
appear [6,7]. Although our definition applies to any model of tuple correlation,
only the case of independent tuples was analyzed in [2]. In this paper we extend
the applicability of skyline queries to the relevant case of z-relations [1], where
mutual exclusion of tuples is possible. We detail the analysis for the most com-
mon ranking semantics (since our skyline is parametric with respect to them)
and analyze the time complexity for the resolution of skyline queries.

We adopt the well-known possible worlds semantics [4], in which a proba-
bilistic relation RP represents a set of standard relations, each termed a possible
world. Compactly, RP is represented as a triple, RP = (R,p,G), where R is a
relation in the standard sense, i.e., a set of tuples, also called a deterministic re-
lation; p is a function that assigns to each tuple u € R a probability, p(u) € (0, 1];
and G is a set of generation rules that capture correlations among tuples. In the
case of the z-relation model [1] G only includes mutual exclusion rules that form
a partition of R. In this scenario each G € G is also called a group, and consists of
a set of mutually exclusive tuples (with overall probability < 1). When needed,
we will use GG,, to denote the group of tuple u. A possible world W of RP is a
subset of tuples of R that respect all the rules in G. The set of all possible worlds
of RP is denoted W.
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Given a (deterministic) relation R whose schema includes a set of numerical
attributes A = {41, Aa, ..., Ag}, the skyline of R with respect to A, denoted
SKY(R), is the set of undominated tuples in R. Assuming that on each attribute
higher values are preferable, tuple v dominates tuple v, written u = v, iff it is
u.A; > v.A; for each A; € A and there exists at least one attribute A; such that
u.A; > v.A;. Thus: SKY(R) = {u € R| 3 v € R:v = u}. When neither u = v
nor v > u hold, we say that u and v are indifferent, written u ~ v. A scoring
function s() on the attributes A is monotone iff u.A; > v.A; (i =1,...,d) implies
s(u) > s(v), and is also domination-preserving if u > v implies s(u) > s(v).

2 The Skyline of a Probabilistic Relation

In [2] we showed how domination among probabilistic tuples (P-domination for
short) can be defined by using ingredients drawn from order theory. In particular,
> is a strict partial order, i.e., an irreflexive (Vu : u % w) and transitive (Vu, v,t :
u = vAv > t=u>t)binary relation. A linear order > is a strict partial order
that is also connected, i.e., for any two distinct tuples u and v, either u > v or
v > u. A linear order > is called a linear extension of = iff u = v = u > v, i.e.,
> is compatible with >. It is known that any strict partial order > equals the
intersection of its linear extensions, i.e., == ({>|> € EXT(>)}, where EXT(>)
denote the set of all linear extensions of .

We then bring in probability by exploiting the concept of ranking semantics.
Such semantics, which are used for supporting top-k queries on probabilistic
data, define a linear order on the probabilistic tuples of R? when the (determin-
istic) tuples of R are ordered according to > [7,9,3]. More precisely, a proba-
bilistic ranking function ¥ is a function that, given RP and a linear order > on
the tuples of R, yields a probabilistic linear order >, = W(>, RP) on the proba-
bilistic tuples of RP. The actual ranking of the probabilistic tuples is obtained
by computing for each tuple u a value ¥ (u), so that u >, v iff s (u) > s (v).

The definition of P-domination is then as follows [2]:

Definition 1 (P-domination). Let RP = (R, p,G) be a probabilistic relation,
and let = be the domination relation on the tuples in R when considering the
skyline attributes A. Let W be a probabilistic ranking function on RP. For any two
tuples w and v in RP, we say that u P-dominates v, written w >, v, iff for each
linear extension > of =, with associated probabilistic linear order >, = ¥ (>, RP),
it 18 u >, v, that is:

‘u>pv<:>u>p v, V>p:w(>,RP),>eEXT(>)‘ (1)

Consequently, similarly to the deterministic case, the skyline of RP is defined as:

\sKy(RP):{ueRuﬂveR;wpu}\ (2)

3 P-domination with x-relations

In [2] we have put forward the basic principles that allow P-domination to be
checked without materializing any linear extension of >. In particular, for v >, v
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to hold it has to be ¥x(u) > ¥s(v) for all linear extensions > of >, that is:
U = v & ming epxr(-) {¥> (1) /Y5 (v)} > 1. Consequently, if one finds a linear
order that is the most unfavorable one for u with respect to v, and s (u) > s (v)
holds for this “extremal” order, then it will necessarily hold for all other orders
compatible with . This approach amounts to determine a set of P-domination
rules that can be checked without the need of materializing any linear extension
of >. Regardless of the specific probabilistic ranking function ¥, the two relevant
cases to consider for P-domination rules are:

u > v: When u dominates v, u > v has necessarily to hold; we can thus analyze
how other tuples should be arranged in the linear order so as to minimize
the ratio ¥x (u) /s (v).

u 3 v: If u does not dominate v, then extremal linear order corresponds to the
case where: 1) u > t only for those tuples ¢ that u dominates, and 2) t' > v
only for those tuples ¢’ that dominate v.

According to these principles, in [2] we have derived specific P-domination
rules for the independent case. In the following we concentrate on the x-relation
model and derive P-domination rules for a variety of relevant ranking semantics.

3.1 Expected Rank [3]

Given a linear order > on the tuples of R, the rank of w in a possible world W
is the number of tuples in W that precede u [3]. The expected rank of a tuple
u is thus given as the expected value of the rank of u on the set of all possible
worlds, each weighted by its probability. This can be expressed as:

ERs(u) =p(u)x Y plt) +(L—pw)xY_ plt) + Y p(t)

t>u,tZGy, tZGy teGy t#u

where the first term is the expected rank of u in a possible world in which
appears, whereas the other terms account for the contribution of those worlds
that do not contain u (where u has rank |W|).

Let Hg,»(u) = >, ,.1¢c, P(t) be the overall probability of those tuples
not in G, that are better than u according to >. Further, let P = >, ., p(t)
be the overall probability of all tuples, P,, = P — p(u) — p(v), and define
Pa, =3 e, 144 P(t), as the probability of all tuples but u in G,,.

According to Definition 1, and setting ¥s (u) = —FE R (u), tuple v P-dominates
v iff it is maxy cpxr(-) { ER>(u)/ERx(v)} < 1, ie., ERx(u) < ERs (v) for any
> € EXT(>). This is equivalent to:

P,o+1—Hg; — P
SSORFTOIN ot Foaly - P,

p(v) > BxT(>) { Pyv+1—Hgs(u) — Pg,

(3)

The two cases to consider for checking the validity of Inequality 3 are dealt with
as follows. For both here we describe the general case in which u and v belong
to different groups first, leaving out for lack of space the (easier) case G, = G,.
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u > v: The first rule we derive is sufficient (but not necessary) for P-domination
to occur, and has the advantage that it can be more efficiently checked than the
other we derive for the case u > v.

Since u > v, it is Hg »(v) > Hg,»(u) + p(u) — Pg,, which is obtained by
assuming a worst-case scenario for u in which all tuples ¢ € G, other than v
dominate u. Substituting in Inequality 3 it is obtained:!

u>v/\M21/\

p(u)
p(v) el

P

u

>1 (ER:Rule 1)

In case Rule 1 is not satisfied, a preliminary key observation is that, for any
linear order > that extends =, it is Hg,»(u) € [Hg (u), HZ ()], where the two
bounds are respectively defined as:

Ho(w)= Y plt)y Hiw= Y p

t-u,t¢Gy Ut tZGy,

Clearly, H, (u) is the best possible case for u, since only those tuples from other
groups that dominate u are also better than u according to >, whereas the worst
case for u arises when u is better only of those tuples of other groups that it
dominates.

Now, the ratio in the right-hand side of Inequality 3 can be maximized by
adequately arranging those tuples ¢ that are indifferent to either u or v (or both).
Since u > v, and > is transitive, only three cases can occur:

t ~u,t > v: In order to favor v with respect to u it has necessarily to be t > u
whenever ¢ ¢ G,. Let IB(u,v) = >, , ., 1eq, P(t) stand for the mass of
probability of such tuples.

t ~ v,u > t: For the same reason it has to be v > t.

t ~ u,t ~ v: To analyze this case, first observe that setting t>u>v when t € G,
would penalize only u. Let Ilg, (u,v) = 3, ., 10y teq, P(t) be the total mass
of probability of such tuples. At this point the ratio in Inequality 3 would
be written as:

N(u,v) det P,,+1—-H;(v)— Pg

= v 4
D(u,v) Pyv+1—Hg(u) —IB(u,v) — Ilg, (u,v) — Pg, @

Consider now those tuples t € G, U G,, whose total mass of probability
is A(u,v) = 32y tmwtgc, g, P(t). The two alternatives to consider are
either t > uw > v or w > v > t. The choice actually depends on the value
of N(u,v)/D(u,v): If N(u,v) < D(u,v), then setting ¢t > u > v would
lead to the ratio (N(u,v) — A(u,v))/(D(u,v) — A(u,v)), which is lower
than N(u,v)/D(u,v). On the other hand, when N(u,v) > D(u,v), then
(N(u,v) — A(u,v))/(D(u,v) — A(u,v)) > N(u,v)/D(u,v), thus the case
t > u > v is the one to consider. Finally, when N (u,v) = D(u,v) Inequality 3
degenerates to p(u) > p(v).

! Note that in case neither inequality holds strictly in Rule 1 it is still safe to say that
u >p v, since we assume a domination-preserving tie-breaking rule.
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Putting all together, the 2nd P-domination rule is:

(u) e i N(w,0)

w=v s D(u, v D(u,v) ~ :Rule

=0 A p(v) z N(u, v; U, v othorwise (ER:Rule 2)
D(ua U) A( ,U)

u ¥ v: When u does not dominate v, P-domination can still occur. In this case
it is immediate to see that the ratio in Inequality 3 is maximized by setting
Hg »(v) = H; (v) and He s (u) = HZ (u), thus:

P,,+1—H=(v)— P
p(v) wt a(v) — Pa, (ER:Rule 3)

uF v A >
’ p(v) © Py, +1—H}(u)— Pg,

3.2 Expected Score [3]

In [3], the case where tuples are ranked by their expected score, ES(u) = s(u) x
p(w), is also considered. Here, the scoring function s() is assumed to be domination-
preserving, i.e., u > v implies s(u) > s(v). For this ranking semantics (the only
one that explicitly depends on tuples’ scores) it is immediate to derive that:

3

~—

(u
v)

This holds since, for any scoring function s(), it has to be s(u) xp(u) > s(v)xp(v),
ie., p(u)/p(v) > s(v)/s(u). If u ¥ v, then for any given value of the ratio
p(u)/p(v) the right-hand side can be made arbitrarily large and P-domination
does not hold. If u > v, it is s(v)/s(u) = 1 —¢, with € > 0 arbitrarily small, from
which the result follows.

It is remarkable that, although ranking by expected scores is highly depen-
dent on actual score values, the skyline of RP is, even in this case, insensitive to
attribute values. A major pitfall of expected score ranking is that it completely
ignores correlation among tuples, and this obviously propagates to skylines. Fur-
ther, since the above is the only P-domination rule, the skyline obtained from
the expected score semantics will be always larger than the skyline in the deter-
ministic case (since u > v is necessary for P-domination to hold).

3.3 U-Topk [7], U-kRanks [7], and Global-Topk [9]
The semantics we consider in this section do not define a ranking in the proper
sense of term, since ranking varies with the value of k. Therefore, our results do
apparently not apply to them. However, P-domination can still be defined by
considering the case of top-1 queries. This holds since the skyline is the union
of top-1 answers, thus we can limit the analysis to the case k = 1, and report as
SKY(RP) those tuples that, for at least one linear order > compatible with >,
are the top-ranked ones.

For these semantics, which for lack of space we cannot describe here, we can
provide a unified analysis, due to the following observation (see also [8]):

uU=v N

>1 (ES:Rule 1)

=
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Observation 1 For any probabilistic relation RP, whose tuples are linearly or-
dered according to >, the result of a top-1 query computed according to the U-
Topl, U-1Ranks, and Global-Topl semantics is the same, and is given by the
tuple u that maximizes the top-1 probability, which for x-relations is:

Pricttw) =puw) x [] [1- D »p®) (5)
G#Gy teG t>u

Thus, for such semantics one can set ¥ (u) = Prt,>0p ! (u). Now, by defining
Qa,»>u) = [lgxa, (1 - Zt>u,ter(t)>’ it is obtained:
p(u)

plu) < Qa,»(v) }
YU D0) T sebe) {Q@(u) (6)

u > v: To derive the first rule we can assume a worst case scenario for u where
all tuples of G, other than v dominate u, obtaining Q¢ »(v) < QG7><U)%.
This, substituted into Equation 6, gives us the following rule:

g

(W _ 1—pu)
p(o) = 1— Pg,

If Rule 1 does not hold, we can still bound Qg > (u) by observing that the
best possible order for u is the one where u is preceded by only those tuples
that dominate u, while the worst order is the one that puts u after all tuples not
dominated by u. Thus, it is Qg,»(u) € [Qg(u), Q& (u)], where the bounds are
defined as follows:

Q)= [ (1= > »0) Qe =TI [1- > »®)

G#G., uft,teqG G#G., teu,tcG

u=v A (Topl:Rule 1)

Asin Section 3.1, in order to maximize the ratio in the right side of Equation 6
one should only arrange those tuples ¢ that are indifferent to u or v (or both).
If u is to be penalized, we should maximize the number of tuples preceding it.
To this end, the tuples t € G,,,t ~ u,t = v and t € Gy,t ~ u,t ~ v can be all
ordered so as to precede u, since they either precede also v or do not contribute
to its top-1 probability. Consider now those tuples ¢t € G, : t ~ u,t ~ v. The
two alternatives to consider are either ¢ > u > v or u > v > t. To this end we first
note that, since u > v, it is ) ,,  p(t) < >, , p(t), thus having ¢ > u > v would
actually lower the ratio (1 =Y t»u  p())/(1 =3 ¢>v  p(t)), leading to an

t€G, UG t€G, UG

u v v

overall lower value of the right side of Equation 6. By dueﬁning B_IB(u,v) as:

B.IB(u,v) ¥ | 1- 3 ) | x I |1~ 3 p(t)

(t=uV (t~unt=v)V G#G, (t-uV (t~unt>=v))
(t~unt~)) tEG, G#G. teG
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the second P-domination rule is thus obtained as:

pl) Q40
p(v) =~ BIB(u,v)

(Topl:Rule 2)

u ¥ v: It is easy to see that, since now it could happen that v > wu, it is:

Uy v A M>Qg(v)

p(v) ~ Qa(u)

(Topl:Rule 3)

4 Complexity Analysis

In this section we analyze, for the alterative ranking semantics covered in Sec-
tion 3, the time complexity for computing the skyline of a probabilistic relation
RP consisting of N tuples. We first cover the simpler case of the expected scores
semantics. In this scenario, the only P-domination rule (ES:Rule 1) is a con-
stant time, O(1), operation. Consequently, the skyline of RP can be computed
in O(N?) time.

Turning to consider the expected rank semantics, it is important to first
characterize the time complexity of the three P-domination rules described in
Section 3.1:

Rule 1: In the worst case, the evaluation over all pairs of tuples requires O(N?)
time. This clearly holds when the probability of each group is known in
advance, but it remains true even if group probabilities need to be determined
(since this can be done before starting to compare tuples).

Rule 3: A single check on a pair of tuples apparently has a complexity of O(N),
because of H (v) and HZ (u); however, such values do not depend on the
specific pair of tuples being compared, and thus can be pre-computed for each
tuple, which collectively requires O(N?) time. Thus, a single evaluation is a
constant time, O(1), operation and evaluation on all pairs of tuples requires
O(N?) time.

Rule 2: A single evaluation requires O(N) time, because of I B(u,v), I1g, (u,v),
and, possibly, A(u,v). Unless one can afford a O(N?) storage overhead for
book-keeping (which we do not consider here), such quantities cannot be
computed in advance because they depend on both u and v.

Therefore, because of Rule 2, computing the skyline of R? under the expected
rank semantics requires O(N?) time in the worst case. This result also applies to
the three semantics in Section 3.3 by replacing, in the above arguments, H (v)
and H (u) with Qg (u) and Q& (u) in Rule 3, and IB(u,v), I1g, (u,v), Au,v)
with B_IB(u,v) in Rule 2. Since Rule 2 is the most expensive one, it is obvious
that efficient algorithms for computing the skyline of a probabilistic relation
should postpone Rule 2 as much as possible, so as to check it the minimum
number of times.
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5 Final Discussion

It is known [5], that different ranking semantics yield quite different results for
top-k queries. We show through an example that this is also the case when such
semantics are used for skyline queries. Consider a traffic-monitoring application
that collects data by means of a set of radars, a sample of last-hour recording
being shown in Figure 1. Because of radar locations, a same car cannot be
detected by two radars within an interval of one hour. Each radar reading has
associated a Prob value, representing the confidence one has in the reading.

TID [Plate No|Radar| Time [Speed|Prob
t1 | X-123 | L1 |10:53 90]0.2
ta | W-246 | L2 |10:50| 100(0.15
ts | W-246 | L3 |10:40 95|0.1

ty 7-456 | L1 (10:32| 110(0.1 Ranking semantics SKY(RP)

ts 7-456 | L2 [10:30| 130(0.3 Expected Rank {ts,t7}

te | H-121 | L3 |10:30| 110(0.2 Expected Score {t1,ta,ta, ts,t7,t8,t11}
t7z | Y-324 | L4 [10:30 90|0.5 U-Topl, U-1Ranks, Global-Top1|{t1,ts}

ts X-827 | L4 (10:20 105|0.35
tg X-827 | L5 [10:15 90(0.4
tio | C-442 | L5 [10:10 120|0.3
ti1 | C-442 | L2 [10:05 140]0.1

Fig. 1. A probabilistic relation (left) and skylines (rights)

A skyline query on the Time and Speed attributes finds those readings that
are the most recent ones and concern high-speed cars. In the deterministic case
it is SKY(R) = {t1,t2, ta, t5,t11}, and Figure 1 (right) shows the skylines of RP
for the different ranking semantics. Although ¢35 is part of all skylines, this is not
the case for other tuples (e.g., t7). As in [5], we argue that there is not a “best”
ranking semantics, rather the choice might depend on the specific application at
hand and user preferences. Understanding the properties of the different seman-
tics is therefore a, both practical and theoretical, interesting research issue.
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